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Introduction Schatz & Ratner, 1993). The movements of the sub-
strate, product, and enzyme must also be understood

Predicting function from structure is a goal as old asPresumably as a result of electromechanical models, like
molecular biology, indeed biology itself: the first Langevin equations (Kramers, 1940; Gardiner, 1985;
glimpse of the anatomy of an animal, like the first Hynes, 1985, 1986; Hagi, Talkner & Borkovec, 1990;
glimpse of the anatomy of a protein, must have raised th&!€ming & Hénggi, 1993). Movements of substrate and
question “How does it work?” The recent outpouring Product have been studied in this tradition, but move-
of protein structures (e.g., Creighton, 1993), often of en/nent of the protein (i.e., conformation changes) have
zymes in atomic detail (Singh & Thornton, 1995), has rarely been connected to the physlcs that govern ther_n.
raised the same question again and again, and in a most Conformation changes are widely used to explain
frustrating way, at least for me, because the question is sBiological function (Alberts et al., 1994) and are un-
often answered by description, not analysis. Of coursedoubtedly common and important mechanisms, although
every biologist knows that a complex structure must beP€rhaps not quite as common as sometimes assume
described before its biological function can be analyzed. | Suspect that the idea of conformation change was orig-
But every physicist knows that description is not under-inally introduced to seeK “. .. the ultimate source of the
standing. Indeed, if description is mistaken for under-2utonomy, or more precisely, the self-determination that

standing, vitalism will soon replace physics as the basigharacterizes living beings in their behavior” (Monod,
of biology. 1972, p. 78). The identification and description of these

Understanding enzymes is an important goal ofconformation changes is one of the main tasks of molec-

modern biology because enzymes catalyze and contréllar biologists. But .the description qf the conformation
most of life’s chemistry. Enzymatic action depends onchange (as allosteric, or whatever) is not the same as
the diffusion of substrate and product, the conformationPhysical understanding. Without a physical model of ca-
change of the enzyme, and the quantum chemistry of it§2lysis and conformation change, understanding of enzy-
active site. All must be analyzed in terms of physicalMatic function is not possible. The physical model of
models if enzymatic function is to be understood. Theconformation change will use the language of electro-
guantum chemistry of systems like enzymes is not weldiffusion, because the atoms that move inside the protein
understood because enzymes are flexible structures @€ usually charged, and always diffuse, according to
many atoms in a condensed phase, containing |itt|eLan_geV|_n equations much like those that describe ionic
empty space, and so are difficult to analyze with Sehro Motion in solutions.

dinger's equation (Parr & Yang, 1989; Bader, 1990; A physical model of electrodiffusion is feasible and
various forms have been used to analyze transport pro-

cesses in biology for more than a century. Recently, the

Correspondence tdR.S. Eisenberg
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nonlinear Poisson-Boltzmann equation (PBr short), a theory of electrodiffusion rather like that used previ-
has been widely used to analyze (the average propertiesusly to describe membranes. The theory uses Poisson’
of) diffusion in enzymes (Davis & McCammon, 1990; equation to describe how charge on ions and the channe
Honig & Nicholls, 1995; Hecht et al., 1995, is particu- protein create electrical potential; it uses the Nernst-
larly important because it provides direct experimentalPlanck equations to describe migration and diffusion of
verification of the theory; also: Warwicker & Watson, ions in gradients of concentration and electrical potential.
1982; Klapper et al., 1986; Gilson, Sharp & Honig, 1988; Combined’ these are also the “drift-diffusion equa-
Davis et al., 1991). PBis a major contribution to our tions” of solid state physics, which are widely, if not
understanding, but PBs not a theory of enzymatic func- universally used to describe the flow of current and the
tion, because it describes only electrodiffusion—and thabehavior of semiconductors (Ashcroft & Mermin, 1976)
at equilibrium. It is not a theory of catalysis or confor- and solid-state devices, like transistors (Sze, 1981; Sel-
mation change. The question then arises whether a sidgerherr, 1984; Rouston, 1990; Lundstrom, 1992). The
nificant biological function can be understopgt from  drift-diffusion equations describe the shielding or screen-
an understanding of electrodiffusion? ing of permanent or fixed charge whereby the ions in the
Electrodiffusion is a main determinant of the trans- ionic atmosphere in and around a (channel) protein help
port of substances across biological membranes. Undedetermine the potential profile of its pore, a phenomena
standing membrane transport has been an important goeding known to be biologically important (Franken-
of biology for more than a century because it governs sdiaeuser & Hodgkin, 1957; McLaughlin, 1989; Green &
much of life. In particular, membranes—in their role as Andersen, 1991). Mathematical difficulties have been
gate-keepers to cells—are responsible for signaling idimiting, however, and so attention has usually been fo-
the nervous system; for coordination of the contractioncused on the ionic atmosphere at the surface of the mem
of skeletal muscle and the heart, forcing its muscle taobrane or ends of the channel, and not the co- and counte
function as a pump. Membranes contain receptors or efions within the channel’s pore.
fectors for many drugs and natural substances that con- Many theories focus on systems at equilibrium in
trol the life of cells. which all fluxes are essentially zero. In the latter case,
The classical analysis of biological transport as justthe PNP equations reduce to the (one-dimensional) PB
a form of diffusion has, however, been only partially equations. A great deal of important work has been done
successfulgeeHille, 1989; Laiger, 1991, for a modern on PB, and in some ways PBis the most physical
perspective). Such analysis usually assumed that diffutheory of proteins now available; nonetheless, it is of
sion occurred in systems of fixed structure, in particularlimited use in understanding the open channel because
of fixed cross sectional area, but we now know that thethe natural biological function of channels occurs only
area for diffusion is modulated and controlled in mostaway from equilibrium (as does the biological function
biological systems by the opening and closing of porespf most enzymes!). The biological function of both
namely channels in membrane proteins (Hille, 1992).channels and enzymes is usually flux.
Indeed, determining the number of open channels and Significant flux flows even at the reversal potential
their modulation is a main task of physiologists nowa-of a typical, imperfectly selective channel. Fluxes are
days (Alberts et al., 1994; Hille, 1992). zero only in a perfectly selective channel at its reversal
potential, which is indeed only then an equilibrium po-
tential. A generalization of the RBzquations is needed
to predict flux and PNP is one such generalization. In-

. o terestingly, the potential profiles of semiconductors have
Although modulation of opening is a complex process,

and opening itself may be as well, a channel, once open,

forms a simple well-defined structure of substantial bio-

logical importance. An open channel should be “wholly for a theory of channels should be a theory of liquids or condensed
interpretable in terms of specific chemical [or physical] phases. As Berry, Rice and Ross put it in their textbook (1980, p. 844,
interactiors . . .” (Monod, 1972, p. 78). The age old emph_asis a(_ided): . .th_e principle diff_erence betwegn a dilute gas and
question “How does it work?” should be easier to an- aliquid . . . [is that] in a dilute gas a typical molecule is usually outside

h Gt h | th h it i the force fields of all other molecules and only occasionally in the force
swer when It IS an open channél, than when 1t 1S any'field of one other molecule (binary collision), whereas in a liquid a

thing else_, at least any other class of proteins of suchypical molecule is usually within the force field of, say, 10 nearest-
general S|gn|f|cance. neighbor moleculesnd is never completely free of the influence of
The starting placefor a theory of open channels is other molecule$.The starting place must not be a theory of gas phase

kinetics, like Eyring rate theory, because it is likely to miss the impor-
tant effects of interactions (i.e., friction), that dominate the properties of

_— liquids (Purcell, 1977; Berg, 1983) but not gases.

3 Electrodiffusion in biology occurs in a phase with little empty space, * We call the combination PNP to emphasize the importance of the

in which friction and interactions predominate and so the starting pointelectric potential and the analogy with solid state physics.

The Open Channel



R.S. Eisenberg: Computing the Field in Proteins and Channels 3

INPUTS THEORY OUTPUT

BATH BATH

Current Voltage Relations

Diffusion Coefficients

Permanent Charge I
e —

Experimental Conditions

Membrane Potential | —

PNP =

~

Mobile lons

A
Dielectric Constants
Fig. 2. All the inputs to the PNP theory and the usual output, the
current-voltage relation (for given concentrations in the bath). The PNP
theory is the numerical procedure specified in the Appendix, which
solves numerically Poisson’s differential equation (A1) simultaneously

Fig. 1. A schematic drawing of the open channel showing some of thewith the integrated Nernst-Planck equations (A7) using the boundary
forms of charge and the surface or Donnan potential. conditions (A2)—(A5).

BATH BATH

a quite restricted repertoire of behavior at equilibrium. ¢ ves Poisson’s differential Eq. (A1) simultaneously

Semiconductors cannot be transistors, switches, or aMyi, the integrated Nernst-Planck equations (A7) using
plifiers in the absence of current, or even in the presencg, o boundary conditions (A2)—(A5).

of just small currents, and so an equilibrium theory can Preliminary work shows that PNP theory—using a

be expected to give only limited insight into the reper-¢o., (say, five) adjustable parameters—fits a wide range

toire of natural functions of channels, even if it could ¢ data, taken from many solutions, that is difficult to fit

calculate one. ) ) i with traditional models (Franciolini & Nonner, 1984;
Many theories of ion movement include only some yianker. DeGrado & Lear. 1994: Chen et al. 1895

types of charge (e.g., permanent charge is usually iggjenker & Lear, 1995). PNP automatically predicts a
nored in the electrochemical literature cited below). But,,iqe repertoire of behavior, because it is nonlinear and

all charge is likely to have global effects, at least judgingihe potential profile in the channel and its pore (which is
from work on charge at the ends of channels (Green &, othut, not assumption, of the theory) changes signif-
Andersen, 1991). Thus, the whole system, containing alicangy with experimental conditions. fost-hocquali-
types of charge and flux, has to be analyzed if the bioy,tiye understanding of this behavior is possible in many
logical function of_the open channel is to be pred'Ctedcases, but PNP is a mathematical theory, a set of couplec
successfully from its structure. nonlinear differential equations, describing interactions
arising from all types of charge, and flux. It is rarely
PNP Theory possible to predict the behavior of such systems before
they are solved, and it is not always possible to rational-
The mathematical difficulties in the analysis of the full jze the behavior of such systenp®st hoc,in a few
system have been largely overcome because a rapid aggbrds, particularly if several terms in the (mathematical)
accurate (numerical) integration procedure is now availsolution, or types of charge (some positive, some nega-
able (even though a qualitative analytical theory is notive) are significan®
known). PNP theory can now predict the current through  PNP theory fits a wide range of data because shield-

an open channel given its structure and distribution ofing usually has global effects, spreading across the entire

fixed (i.e., permanent) charge in a few seconds of com-

puter time. Indeed, once the structure of the open chan-

nel is known, and thus the distribution of its permanent, ] ) )

charge, along with diffusion constants, PNP theory pre- Before trying to summarize the physics and properties of PNP, one
. . . "' .~ should count the number of pages used by textbooks to describe anc

dicts its p.rOpert'eS_th? ﬂuxes and qurent through 't__lnrationalize the behavior of a transistor, even as it works riestricted

all experimental conditions of varying concentrations ange of bias voltages and currenashcroft & Mermin, 1976; Sze,

and transmembrane potentials. Figure 1 illustrates thegsi; Selberherr, 1984; Rouston, 1990; Lundstrom, 1992). Of course,

several components of charge in PNP and Fig_ 2 showi the bias voltages are changed, the qualitative properties of the tran-

how the structural data (i.e., permanent charge, |engtﬁistor change_, for example, from an amplif?er toa swit(_:h or limiter, and

and diameter of the channel; an the dielectric constanSpc" dwltalie proper rures oxterse dscussn bocuse ac

plu§ eXp.enmental Condltlons.(l'e" potentials and COIﬁcenﬁoles and electrons, even though the profile of permanent charge re-

trations in the baths) determine the output of the theorymains the same. This is not the only case where a few equations speal

namely current-voltage relations. PNP theory is the nuiouder than thousands of words (compare Euclid (1956) with Birkhoff
merical procedure described in the Appendix, whichand MacLane (1953): Ch. 7, 1953).



4 R.S. Eisenberg: Computing the Field in Proteins and Channels

channel. If solutions or membrane potential are Pg;ﬂ;ﬁggnt Channel Contents
changed, the ionic atmosphere of counter and co-ions in Po —A— ="
and near a channel (and thus the potential and contents ek, oe,— = eR(x) + eszCj(x)]
the channel’s pore) change, as they must, if potential and dx® 7

concentrations simultaneously satisfy Poisson and
Induced Change

Nernst-Planck equations. Our calculations show P A~ N

changes of potential of severiglT/e in most locations + E[A(1 — x/d) — ¢(X)] (1)
when typical solution changes are made. In loose terms, —

we can say that small changes in net charge in and near Deviation from

the channel make significant changes in potential and ) ) _

even bigger changes in flux: potential is a sensitive func-Symbols and terms are discussed in the Appendix.

tion of net charge, and flux depends exponentially onthe ~ Electrodiffusion is usually described by the Lan-
potential profile ®(£).® The ionic atmosphere and 9evin equation (that describes individual trajectories:
shielding are major determinants of a channel’s properi<ramers, 1940; Gardiner, 1985; Eisenberg, Klosek &
ties. Schuss, 1995) or the Nernst-Planck equations (that de-

bio|ogica| phenomena_open channel permeation_rleS). Here, the Nernst-Planck equatlons are written In

arising from a simple physical mechanism, electrodiffu-the integrated form we have found most useful.

sion. Butitis also important in the more general context C(L \ C.(R

of proteins and enzymes as well, because PNP theory = D, i(L)expz ""ppb- g iR ,

shows by implication, if not derivation or proof, that any f expz®(L)d; f expzd()d;
(o] ]

property of a protein will be strongly influenced by

changes in the electric field, whether gating of a channel,

mediated or active transport of a ‘permease’, conforma-! = ™" E €3 (2)

tion changes in an enzyme, or catalysis itself. Indeed, we !

suspect that many of these processes will be dominatefihese equations can be written exactly as rate equation:

by the electric field and its change in shape. PNP add$or any potential profileb(;) (seeEgs. (A9) and (A10) in

another exampleto those already known, in which the the Appendix), with rate constants given by specific sta-

electric field dominates the biological function of a pro- tistics of the underlying random atomic trajectories

tein (see alsowarshel, 1981; Warshel & Russell, 1984; (Eisenberg, Klosek, & Schuss, 1995). In this way, tra-

Davis & McCammon, 1990; Warshel & Aqvist, 1991; ditional rate constant models can be connected to PNF

Honig & Nicholls, 1995). theory; the important difference being that the rate con-
stants of PNP theory are coupled to the entire (nonlinear)
system. They depend on the entire potential profile

Electrodiffusion in Semiconductors, Solutions, ®(¢), which in turn depends on all experimental condi-

and Channels tions (for example, the imposed concentrations in the
bathsC;(L) and C;(R) and the imposed transmembrane

The fundamental physical process in transistors an@Ot€ntialVapp).

semiconductors is the migration and diffusion of charged 1€ Nernst-Planck equations are fundamentally

quasi-particles—holes and electrons—in electric ﬁe|dsn0nlinear because the conductance of ionic solutions de-

tdyends on concentratichThe Nernst-Planck equations

and gradients of concentration, just as the fundamen d
process in channels is the diffusion of ions, and perhap&r® fundamentally coupled because they depend on the

guasi-particles, as well. In electrochemistry and Semipqtential profile(l)(g) which in turn depen(_js on every-
conductor physics, the (mean) electric field is usuallything else in the system, through the Poisson equation.
described by Poisson’s equatiotthat specifies how Thus, as the concentration changes, the migration of ions

charge creates potential)

° This essential point is easily obscured by the several forms of equa-
_— tions and the plethora of parameters used to describe migration—
% Eq. (2) illustrates the dependence of flux on potential and concentrabelieve it or not, conductance, conductivity, mobility (conventional and
tion within the channel. Eq. (A7) illustrates the dependence of concenabsolute), and diffusion constant are all usedl@mentaryexts (Bock-
tration on potential. Understanding the dependence of potential requiresis & Reddy, 1970; Bard & Faulkner, 1980) and advanced treatments
numerical solution of the full set of PNP equatiosseAppendix, p. 30 (e.g., Justice, 1983)! The essential point is that the conductance of a

and footnote 15. given volume of solution depends on the concentration of ions in the
“a particularly convincing and biologically relevant example, in the solution and the conductance appears as a coefficient of a derivative in
parochial opinion of channologists like me. the Nernst-Planck differential equations. Concentration varies over a

8 Variables, dimensions of variables, brief explanation and referencesvide range in most systems and so linearized approximations cannot
can be found in the Appendix. describe their qualitative properties.
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changes, even if everything else is constant. The Poissdnated by friction, like a protein and its pore) is often
equation is nonlinear (in the present context) and couple#tague and indeterminate: states and adjustable parame
because the net charge of ioes;zCi(x) is one of the ters can be added too easily to make a model fit too wide
source terms in the equation, but that term depends oa range of datd® They are too rigid because the rate
the concentration of ion§;(x), which is an output of the  constants of barrier models are nearly always assumed tc
Nernst-Planck equations€eEq. (A7) of the Appendix), be independent of concentration of ions (or substrate)
which in turn depend on the potential proffl{¢) as we  and that is nearly impossible, given the importance and
have just stated. variability of shielding in any system with mobile
The nonlinearity of the coupled Poisson and Nernst-charge.
Planck equations allows a richness of behavior that we A theory can easily be checked to see if it is con-
use every day, given the role of solid-state electronics irsistent with modern ideas of condensed phasesf¢ot-
our technology and economy. Transistors are semiconrote 3). Flux in a condensed phase always depends ot
ductors designed to do specific jobs, to have nonlineafriction; it is wise then to check that the theory being
properties that arise in part from the nonlinearity of theused displays the dependence of flux on the diffusion
Nernst-Planck equations, in part from the nonlinearity ofconstant or a derived parameter. Many do not (Hill,
their coupling to the Poisson equation discussed later i1977; Walsh, 1979; Hill, 1985f. theories of condensed
this paper. The distribution of permanent charge is chophases, Chandler, 1978; Hynes, 1985, 1986; Berne,
sen by the designer of the transistor to create the shape 8orkovec & Straub, 1988; Fleming & Hhggi, 1993).
the electric field he wishes, thereby making an otherwisdJnfortunately, nearly all rate constant theories of gating
uninteresting homogeneous lump of pure silicon into aand open channel permeation do not display the role of
switch, an amplifier, a detector. An entire computer canfriction (the large literature in these fields can be reached
be built solely out of a network of transistors that obeythrough the references in Hille, 1992, Andersen and
the Nernst-Planck (and Poisson) equations. All writtenKoeppe, 1992, Lager, 1991, and Eisenman and Horn,
knowledge, and all mathematical operations, can bel983).
stored or executed by a computer, and so mathematical A traditional theory can also be checked to see if it
solutions to the Nernst-Planck (and Poisson) equations consistent with the laws of electricity: it is consistent
can have a rich range of behavior! if and only if the potential profile satisfies Poisson’s
The PNP equations can themselves produce the miequation (and the rate constants in it are computed from
croscopic cybernetics thought by some philosophers othe potential profilecf. Eqs. (A9) and (A10) of the Ap-
science to be characteristic (or defining) of life (Monod, pendix). In one-dimension this means the second spatia
1972, p. 68-80), even in the absence of the allosteridlerivative (the curvature) of the potential must edtal
conformation changes they had postulated. Allosteriqat every location) the sum (at that location) of all
conformation changes arise, of course, from the moveeharges in the model, including partial charges found on
ment of charged particles, described by equations muchearly every atom of a proteirs¢epp. 8 and 17). If the
like PNP, and so both electrodiffusion and conformationcharges in the model do not add up to the second deriv-
change can themselves have the rich nonlinear behaviative, the model is inconsistent and incorrect. This check
of transistors, which indeed is richer than the nonlinearhas to be repeated in each experimental situation (e.g.
behavior of traditional (rate theory) models of allostery for each set of bath concentrations and potentials) and a
(Monod, 1972). Of course, no one yet knows if channelseach location in the system. Rate theories of gating and
actually perform these cybernetic functions by changingpermeation lpc. cit.) never satisfy this condition (to the
the shape of their electric field, and if such functions are
important for the life of the animal as a whole, as likely
as it seems, given their importance in semiconductor———
technology. 10« . an excess of flexibility [in a theory] may well turn power into
weakness. For a theory that explains too much ultimately explains very
. little. Its indiscriminate use invalidates its usefulness and it becomes
Traditional Models of Open Channels: empty discourse. Enthusiasts and popularizers, in particular, do not
Rate Constants always recognize the subtle boundary that separates a heuristic theor

. . from a sterile belief; a belief which, instead of defining the actual
Traditional models usually describe the structure Ofyorid, can describe all possible worlds.” (Jacob, p. 22, 196:

channel proteins as a distribution of potential, ‘a poten-mMonod, 1972, p. 6%t seq). If Jacob and Monod had realized the
tial of mean force’ which in turn determines rate con- relation of their work to that of Bardeen, Brittain, and Shockley; if they
stants that describe open channel permeation, or gati d known that rate constants can only be derived from nonlinear
(Andersen & Koeppe, 1992: Hille, 1992) or changes int edorieslike P_BorENhP that haanwiie rlqnge of “0rfir—3r|1|ted,c_ohr—)rednti

. . - . ~:n and constructive” behavior, perhaps the literature of allosteric models
conformation in general (HIII’ 1977, WalSh’ 1979; |__“”_’ would be smaller. It presumably would not include so many papers that
_1985)- S_U(_:h models are both tO(_) flexible and too rIg|d’use underdetermined rate and state models to describe complex expel
in my opinion. They are too flexible because the oper-imental systems of unknown structure.

ational definition of ‘state’ (in a condensed phase dom-**ignoring units, for the sake of simplicity in writing.
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best of my knowledge), when used to describe a range dbources of Diffusion
experimental conditions, since they never compute the
rate constants from solutions of PNP or other self-Permeation and diffusion are driven by gradients in con-
consistent field equations. They usually assume rateentration, which are the sources of flux. These concen-
constants independent of bath concentration and transrations are the sources of mass and free energy, if we us
membrane potential. Many diffusion theories of perme-language of thermodynamics; they are the sources of the
ation do not satisfy this check either because they deeoncentration and potential fields, if we use the language
scribe a range of experimental conditions with a single orof the 19th century physics; they are the source of tra-
precomputed potential profile (e.g., Levitt, 1986; Coo-jectories, if we use the language of probability theory and
per, Gates & Eisenberg, 198®; Chiu & Jakobsson, stochastic processes.
1989; Barcilon et al., 1993; Eisenberg, Klosek & Schuss,  In biological membranes and channels, the concen-
1995). tration gradients arise from ions in the baths adjoining
These comments concerning consistency apply tahe membrane. The concentrations of these ions are
theories which use rate constants to describe open chamaintained by ancillary experimental or biological sys-
nel permeation or gatinddc. cit) even if those theories tems that supply the ions equivalent to those that move
do not explicitly contain potential profiles, because ratethrough the channel and so sustain the free energy of the
constants always depend on the underlying potential probaths.
file. Even in the simplest most approximate theories of ~ The concentrations in the baths are, in fact, usually
gas phase kinetics—like Eyring rate theory—rate con-taken as the only sources for diffusion; ions are not sup-
stants are exponential functions of barrier height, i.e., thelied within the channel, nor can they appear there spon-
maximum of the potential profiléd({) (Wigner, 1938; taneously. Semiconductors are a little different because
Laidler, 1969; Johnson, Eyring & Stover, 1974; Skinnerof the recombination process, but this is usually ignored
& Wolynes, 1980; Truhlar & Garrett, 1984; Truhlar, intheories. Recombination does not occur in channels or
Isaacson & Garrett, 1985). In more general theories—solutions containing only strong electrolytes like 'Na
which provide the basis for rate theories in condense&™*, Ca™, or CI". It can occur in other situations,
phases anffom which they must be derivé@handler, seep. 10.
1978; Hynes, 1985, 1986; Berne, Borkovec & Straub,
1988; Fleming & Haggi, 1993)—the rate constant also
dependsexponentiallyon the potential profileb({) (cf. ~ Sources of the Electric Field
Eisenberg, Klosek & Schuss, 1995, and Eq. (A9) and
(A10) of the Appendix). In either case, anything that The sources for the electric field that drive the drift (i.e.,
changes the potential profile will change the rate con-migration) of ions are more complex than the sources for
stant, often dramatically. Thus, rate constants of tradi-diffusion, whether in semiconductors, solutions, or chan-
tional theories—whether of gating, permeation, or ‘ac-nels. The sources are the several kinds of electrical
tive’ transport—are likely to vary with experimental con- charge in the system, each type with its own properties.
ditions, just as potential profiles varfy. For example, only the charge in the baths, on the
A protein or channel assumed to have an unchangingpoundary of the system, connected to amplifiers, pulse
electric field is unrealistic because it almost certainlygenerators or batteries, maintains tlhansmembrane
will violate the equations of the electric fiéfgj it is also  potential. That charge must be maintained by a contin-
likely to be a dead protein, unable to respond to its enuous supply of energy from the outside world because
vironment, the way live proteins do. In my opinion, bi- flux flows across the channel dissipating energy and pro-
ological control mechanisms are likely to modulate theducing heat. Flux allows states (i.e., combinations of
electric field in channels and proteins, thereby initiating ¢(x) andC;(x)) that otherwise cannot occur. Thus, a the-
and governing conformational changes, as well as drivery without flux (e.g., PB) may miss the most interest-
ing ‘catalysis’, analogous to permeation through the openng states and behaviors of a channel as it would miss
channel (Moczydlowski, 1986; Eisenberg, 1990; most of the interesting states and behavior of transistors
Andersen & Koeppe, 1992). (which do not do much if they must start from a zero
current condition and remain in or near to equilibrium:
the amplification and switching which are the most im-
portant functions of transistors cannot occur at or near
— equilibrium).
12 f IEjhe perTeation patn_hwayt ishoccludedhiln a clf(f)setd chta;nnel, one The other types of charge (described below) also
would expect permeant Ions t0 have mucn Iess effect on the openin . .
process tEan 021 open-channel permeation, or on the closing proc%ss, fﬁc;)]relp create .the electric field. They, however, cannot sup-
that matter. ply energy in the steady-state because they are not on :
13 gxcept under the conditions when constant field theory is a decenboundary of the system and so are not connected to ar
approximation (Chen & Eisenberg, 1991, and references therein). ~energy source outside the system.
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In free solution, the dominant charge is usually the The combined Poisson and the Nernst-Planck equa-
mobile charge (i.e., ions) supplied at the boundaries ofions have been derived and are used in several differen
the system (i.e., at the electrodes) by the experimentadxperimental and theoretical traditions in physics and
apparatus that maintains the electrode potentials. chemistry (Ashcroft & Mermin, 1976; Mason &

In channels or semiconductors, the dominant chargdicDaniel, 1988; Spohn, 1991; Balian, 1992; Jerome,
is usually the permanent charge because it has such 95; at equilibrium see references to RBost impor-
high density, several molar if described as a volumetantly, Davis & McCammon, 1990; Hecht et al., 1995;
charge density, even if formal charges are abssdp.  also, Honig & Nicholls, 1995), where they have been
8 and 17). The qualitative properties of the electrictested explicitty many times by simulation and experi-
field in channels (and semiconductors), as well as itament. The drift diffusion equations are tested implicitly
guantitative current voltage (V) relations, are deter-every time we use a semiconductor device designed with
mined by the distribution of permanent charge, with athem. There is little question in these fields that the
strong assist from the mobile charge (the ions) supportequations are consistent with the laws of mathematics
ing thetransmembrane potential (analogous to the biasand physics, and (in particular) that they handle self-
potential of a two terminal transistor). energy self-consistently in the mean field approxima-

Charge creates the electric field according to Cou-ion'* for example, energetics are discussed at length in
lomb’s law (if the charge is discrete) or Poisson’s equa-the literature of PB where self-energy is handled as it is
tion (if the charge is distributed). The equations of thein PNP but at equilibrium (e.g., MacKerell, Sommer &
classical electric field describe the mapping betweerKarplus, 1995; Antosiewicz, McCammon & Gilson,
charge and potential both in the macroscopic world andLl994; Gilson et al., 1993; Sharp & Honig, 1990; Jayaram
in quantum chemistry (Hellman-Feynman theorem:et al., 1989; Gilson & Honig, 1988). The meaning of
Feynman, 1939; Deb, 1981; Mehra, 1994, p. €i; energy in a dissipative, nonlinear, nonequilibrium, and
Bader, 1990; Parr & Yang, 1989Al charge must be open system like PNP is discussed later in this paper, on
included in whichever equation(s) apply, because the efp. 11.
fects of the dominant charge are significantly modified We will discuss the validity of PNP as a description
by the other charges. Linking potential and charge re-of open ionic channels in some detail later, starting on p.
quires simultaneous solution of equations which describd 3. Suffice it to say here that the PNP equations are a
how the electric field is created by charge (e.g., Poisson’snean field theory—probably the simplest self-consistent
equation) and how charge flows and diffuses (e.g., thenean field theory—that has proven helpful in many
Nernst-Planck equations), and how energy is supplied tother fields, even where they are only approximately
the system (boundary conditions). Together, these equaralid and the microscopic meaning of their parameters is
tions automatically describe the interactions of the dif-not fully understood. The theory has been widely used
ferent types of charge and the fields they create. Tradiwith some success in many fieldsf(footnote 26). The
tional theories of physics uses the Poisson and Nernstmost serious problem with the theory is usually the
Planck equations for this purpose, describing the meameaning of its parameters, that is to say, the relation of
concentrations and potentials (i.e., fields) of classicalits effective parameters to the underlying parameters of
physics, but other theories are possible, and probablatoms and their stochastic motion.
needed to describe the detailed properties (e.g., nonideal
ratios of unidirectional fluxes of tracers, Jacquez, 1985;

Hille, 1989; Chen & Eisenberg, 19BB of correlated Semiconductors, Solutions, and Channels
motions of random trajectories in single filing systems

like channels. .
The analogy between current flow in ionic channels and

solutions and other physical systems has been obvious
Poisson’s Equation in Semiconductors for a long time but the analogy has not been very pro-
ductive because most physical systems (e.g., semicon
Poisson’s equation has been used for some 40 years BHctors) contain permanent charge (doping) and ionic
solid-state physicists to describe the mean electrical fielF0!utions do not. A (particular) distribution of perma-
in semiconductors (Roosbroeck, (1950) and Shockley”ent charge is what turns asen_mconductor into a transis-
(1950)). Coupled to the Nernst-Planck equations, Poisior’ for example, and ionic solutions cannot be transistors
son’s equation describes the many semiconductor del€cause they do not have permanent chafg@ut chan-
vices with a wide range of characteristics. These equal®lS have a large density of surface charge lining their
tions are coupled to each other because the ions that
create the electric field (as described by Poisson’s equa-
tion) flow and so are modified by the electric field (as
described by the Nernst-Planck equations). 14 Jakobsson, 1993, p. 34, feels otherwise, however.
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tiny pore and so the analogy between semiconductors (i) the permanent charge on the channel protein that
and channels is likely to be useful. arises from its chemical structure. Permanent charge is
Permanent charge is more widely distributed andoften called bound charge (Griffiths, 1981; Purcell, 1985,
concentrated in proteins than is sometimes realizeé ( Ch. 10) but that phrase is unfortunate because mobile
p. 17). Permanent charge is found in most atoms andharge is also bound to proteins, in a very real sense.
bonds of proteins, not just in atoms with formal charges;Permanent charge is sometimes called fixed charge, bu
many atoms of proteins contain between 0.1 and 0.@hat phrase is also unfortunate (at least on the atomic
elementary charges, for example, the carbon, nitrogerscale) because the permanent charge is highly flexible,
oxygen, and perhaps even hydrogen in the amide bondseep. 14.
that link every amino-acid in a protein (Schultz & (i) the contents of the channel, namely, the charge
Schirmer, 1979; Fersht, 1985; McCammon & Harvey,in the channel’s pore carried by the (average) concentra-
1987; Brooks, Karplus & Pettitt, 1988; Creighton, 1993). tion of ions there. The concentration of ions in the chan-
The charge on each of these atoms is nearly as significamiel’s pore both determines and is determined by the elec-
as a formal charge on a carbonyl or amine group of theric field.
protein, or, for that matter, on a permeating ion like"Na The double role of charge, as cause and effect of the
or CI". The charge of each of these atoms contributedield, can easily cause difficulties. That is exactly why
significantly to the electric field in and around channelsthe electric field was so difficult for 19th century phys-

and other proteins. icists to understand, according to several historical ac-
counts (Buchwald, 1985; Hunt, 1991; Siegel, 1991). In-
Electrical Forces in Chemistry deed, until the discovery of the electron, at the end of that

century, the distinctions between permanent and inducec
Electric fields are so important for channels and proteinsharge were not understood. The electric field is, how-
because electrical forces dominate chemical phenomenaver, no more complicated than gravitational interactions
Indeed, in a certain sense, all of chemistry arises fronbf deformable ¢f. ‘polarizable’) objects of similar mass,
electric charge and its interactions according to Coudike binary stars. There, too, the location and shape of

lomb’s law: the sources are both determined by and determine the
“.. . all forces on atomic nucléf in a molecule gravitational force.
can be considered as purely classical attractions Gravitation is not usually considered in this light
involving Coulomb’s law. The electron cloud (except by astronomers) because we usually compute
distribution is prevented from collapsing by gravitational forces between rigid objects of very differ-
obeying Schrdinger's equation.” (Feynman, ent mass. Then, only one object determines the field, to
1939). a good approximation. The essential fact about electric-

For this reason, any description of a protein must deity is that this approximation rarely applies: most objects,
scribe its electron cloud and nuclei, which form the diS-e_g_, atoms and ions, have about the same amount o
tribution of electrical charge in the protein: its permanentcharge and many can move and deform (‘polarize’) in
charge. Any description of the movement of ionsthe electric field.)
through a channel protein should keep track of all the  (jii) the dielectric charge (that we call induced or
charges in and around the channel for the same reasopolarization charge: Griffiths, 1989, Ch. 4; Purcell, 1985,
the electrical charge determines the forces on the permesh. 10) which is traditionally described by the volume
ating ions, as well as the forces that make the proteirjensity of (hypothetical) dipoles (of infinitesimal size)
move, the forces that drive its conformational changes.that represent the small movements of electrons and nu-
clei (etc.) induced by the electric field. Dielectric or po-
Charge in Channels larization charge is defined as the induced charge move-
o i ment (dipole moment per unit volume, to be precise)
The electric field in a channel arises from charge. PNPproportionaI to the local electric field.
theory includes four types of charge: Induced charge with more complex properties is
usually described as a component of mobile charge that
I varies with the electric field. The ions inside a channel’s
15WhenP(x) = 0 andz = 0, the PNP equations describe current flow pore form a concentration of mobile charge that varies
in free solution (Bockris & Reddy, 1970). Syganow and von Kitzing nonlinearly with the electric field.
(1995) and Park et al. (1996) describe some of the conditions under  Pglarization or induced charge doest include di-
which ohmic behavior can arise from these nonlinear equations. poles independent of the electric field, so it does not

16 Nuclei contain nearly all the mass of atoms, while occupying a P
negligible volume, and electrons move where the nuclei move anc}nCIUde the macroscopic dipoles of say a carbonyl group,

carry them (in the Born-Oppenheimer approximation: Parr & Yang,even thoth carbonyls are_ 'n_Var'ably Ca_"ed a ‘DOIar'
1989). Thus, forces on nuclei determine the acceleration of atoms, botgroup! In our system of definitions, that kind of charge
of their nuclei and electrons. is described as part of the permanent charge.
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(iv) boundary charge, namely, charge applied at theNahir & Buck, 1993; Guiraro, MafeManzanares &
boundaries of the system during the experiment (by electbafiez, 1995, who used the name Poisson-Nernst-
tronic and chemical apparatus) to keep the potential anélanck).
concentrations (nearly) constant at those places. In channology, the effect of surface charge on open

Everyone who does experiments knows how impor-channel permeation has also received much attersam,
tant it is to measure and/or control the concentrations anépell et al., 1977; McLaughlin et al., 1981; McLaughlin
potentials on both sides of channels that together deteet al., 1983; Dani, 1986; Green, Weiss & Andersen,
mine the thermodynamic driving force, the gradient of 1987; Jordan, 1987; Kell & DeFelice, 1988; Peskoff &
electrochemical potential. These concentration and poBers, 1988; Jordan et al., 1989; McLaughlin, 1989; Cai
tentials supply the energy, charge, and matter that mak& Jordan, 1990; Mathias et al., 1991; Green & Andersen,
currents and fluxes flow. They are the sources of freel991.
energy for channel phenomena and so, if they vary, Inchannology, the effect of surface charge on gating
nearly everything measured also varies. phenomena has been studied for many years (at leas

For precisely the same reasons, theory must describgince Frankenhaeuser & Hodgkin, 1957; Chandler,
these sources carefully. In the present case (and usuallyjodgkin & Meves, 1965; Gilbert & Ehrenstein, 1984, is
the sources are on the boundaries of the system, and agereview; see alsoHille, 1992). Divalent ions and pH
given by boundary conditions, when the system is dealso have large effects on gating. Both have been
scribed in three dimensions. explained by their effect on the surface potential
(McLaughlin et al., 1981; McLaughlin, 1989; Green &
Andersen, 1991), although there is a huge literature in-
vestigating other more specific effects of the divalents
(Hille, 1992, is a gateway to that literature).

In channology, the effect of shielding of the protein
Permanent charge on the surface of membranes (or at ttilarge in the channel’s pore has received less attention
ends of channels) attracts ions of opposite sign from thalthough some reduced models have been developec
(overall) electrically neutral bathing solution, and (e.g., Teorell, 1953see alsoMauro, 1962; Bruner,
thereby creates an ionic atmosphere with net chargé965,b, 1967; Aqvist & Warshel, 1989; Edmonds,
(analogous to the ionic atmosphere of Deby&kilithe-  1994) and Peng et al., 1992, and Zambrowicz and Co-
ory, here called the diffuse double layer or Gouy-lombini, 1993, apply Teorell’s theory (in essence) to
Chapman layergeeextensive references in the channel modern data.
context in Bockris and Reddy (1970), Bard and Faulkner  In channology (or anywhere else), what has been
(1980), McLaughlin (1989) and Green and Andersenvery difficult to develop has been a computable treat-
(1991), are gateways to the electrochemistry literature)ment of shielding that includes flux and allows coupling
This charge produces a potential drop in the surroundin®@f the effects of all types of charge.
bathing solution, called the surface potential in physical ~ Only recently have computers been fast enough, and
chemistry, and the built-in potential in semiconductornumerical techniques sophisticated enough to analyze
physics. If the concentration of ions in the bath is verythe entire system, involving as it does coupled nonlinear
high, compared to the density of surface charge, the ionipartial differential equations describing flux in the pres-
atmosphere ‘shields’ or ‘screens’ the surface charge, andnce of surface, induced, and fixed (i.e., permanent)
the surface or Donnan potential extends only a shortharge (first successfully treated, in semiconductors,
distance into the bath. If the concentration of ions is low,Fatemi, Jerome & Osher, 1991; later, independently, in
the surface charge is hardly shielded, and the Donnanhannels, by Chergf. Chen & Eisenberg, 19%3. Our
potential extends far into the solution. results using these new methods reinforce what others

In semiconductors, screening has long been knowihave suggested (Green and Andersen, 1991): surface
to be important. That literature of thousands of papersharge has global effects; all types of charge in the chan-
can be reached through Selberherr (1984) Rubinsteinel interact with each other. Thus, understanding and
(1990) and Jerome (1995). In electrochemistry, screenpredicting the effects of bath concentration anahs-
ing has not been analyzed as carefully, usually becausmembrane potential requires the simultaneous solution
models have been reduced to avoid mathematical diffiof a system of nonlinear differential equations (Poisson
culties by ignoring one of the types of charge or anotherand Nernst-Planck equations) and boundary conditions,
(cf. p. 8), or by setting flux to zero (e.g., de Levie & including all types of charge.

Moriera, 1972; de Levie, Seidah & Moreira, 1972; de It would be very helpful to have a reduced version of
Levie & Seidah, 1974; de Levie, Seidah & Moreira, PNP which predicted the qualitative properties of cur-
1974; Brumleve & Buck, 1978; MéafePellicer & rents and fluxes as experimental conditions or protein
Aguilella, 1986, 1988; Mdfe Manzanares & Pellicer, structure as changes. An equilibrium model (e.g., a ver-
1988, 1990; Murphy, Manzanares, MaeReiss, 1992; sion of PB,) does not seem helpful: comparison of equi-

Shielding of ‘Surface’ Charge
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librium and nonequilibrium situations in one dimension in pH. If phosphorylation (or ionizatiorsee next para-
(Chen et al., 1995) have shown that the equilibrium dis-graph) actually occurs within a channel’'s pore, it will
tribution of potential is a surprisingly poor approxima- change the concentration and species of current carrier:
tion to the nonequilibrium situation. We have tried to there, as well as permanent charge. In that case, the
find a simple way to predict the nonequilibrium effects dragging of ions through the pore by, Pi;0*, or OH

of PNP without solving the entire problem by manipu- (andvice versa might play an important role in active
lating the physical components ¢fx). For example we transport (Hille, 1989; Lager, 1991) or some types of
have subtracted surface potentials, polarization effectgjating (Hille, 1992).

potential profiles at zero current, and so on seeking an

invariant curve—a single (reduced) profile of potential

that would characterize the channel protein itself (inde-Field Dependent lonization

pendent of the subtracted effects). We have not suc-

ceeded: the reduced profiles we have evaluated haVExperiments show (Tanford & Kirkwood, 1957; Edsall

been as sensitive to concentration drahsmembrane & Wyman, 1958) that the electric field can significantly

potential as the originab(x). Physicists and engineers @ange the ionization (i.e., permanent charge) of proteins

have also been unsuccessful in constructing a reduceby changing the effectivK.. of hydrolyzable (often
version of their drift-diffusion equations, despite strong called ‘ionizable’) groups—aGIu Asp, Arg, Lys, His

incentives (e.g., the qualitative design of new transistor ) ;
and many decades of trying (Coughran et al., 1994)fl'he effects found experimentally have been extensively

We and others have not given up this quest, but for no gnalyzed by the mean field Poisson-Boltzmann {PB

. . heory (Straatsma & McCammon, 1991; Yang et al.
we must be content with the rapid, accurate, and conve; ’ - ' ' ; '
nient numerical solution of the model. The solution is é?lzghAgt(ﬁé%Vg;Zrh?:Cfsgﬁoggj‘aigig?é:9?:)’/;32?&
easy to compute, and the program to compute it is ava"i—lonig, 1994; MacKerell, Sommer & Karplus, 1995).

able on request, but it must be recomputed for each ex: . ;
perimental condition or each distribution of permanen)t(O]c courseall the energy terms in Ffor PNP contribute

charge. We do not know how to make qualitative pre-:ﬁg:fngp angf tﬁ]rg%érl:bcrgﬁgn%tgg?ig?isé thci‘st?lénccflll;?ees
dictions of the effects of change in permanent chargeOn the b%)l/mdar the membrgne and in. tHe bath), of ?he
(i.e., protein structure), bath concentrations, tans . . y R
; ions in the channel, of the permanent charge, of the in-
membrane potential. ! . .
duced charge, and of mechanical and electrical forces in

) the boundary conditions themselves (e.g., the ‘dielectric
Changes in Permanent Charge pressure’).

In most situations the distribution of permanent charge The possibility that permanent charge in a channel’s

on a protein does not change. The exceptions, howevePo'® 'S modulated by membrane potential or phosphor-

are of considerable biological importance. When theyl‘?‘t'on (etc,) is tantalizing because such modulation

conformation of a channel protein changes for whateveﬂ:ggtngrg\gg?hz g?:bgfatl\tlt\;egig;ﬁeenﬁzglsﬁz:r]:at:izn?S?rTa
reason, its distribution of permanent charge will Change'control channel function (Gilbert & Ehrenstein, 1970:
When transmitters or second messengers bind to a prtg ! ’

0

tein (or phosphorylate it), they add or subtract charge an Lannc]eirrl eltj t:tli.\,/elgsrse, fgr.m?r?S)r.e I(i)onr:zal)?‘lfnarﬁsfﬁae:nglrse
are likely to induce a conformational change. Both will P P 9reg y

Lo A review: Perachia, 1994) and mutations in them often
change the distribution of permanent charge S|gn|f|cantI){]ave profound effects 02] channel function and modula-

and thereby change the electric field even if they ar€. o both on aating and on open channel permeation
formally neutral, because nearly all transmitters and mes;,,.' gating P P

sengers are zwitterions or polar (otherwise, they Woulo(M'”er’ 1989.; Slgwc.)rth','1994'; M.ontal, 1995, aﬂd refer-
not be very soluble in water!). Indeed, a conformation €Mces therein). If significant ionizable charge is present

modulate the electric field in the nearby lipid membrane 9 ' ge,

. o . “and the potential barriers to permeation will surel
anq adjacent channels, thereby Initiating and governm@hange inpan interesting way atFI)east in PNP theory azd
gating and open channel permeation. ’ '

When the chemical nature of the protein Changesprobably in the real channel as well, both transiently and

4
because of changes in covalent bonds, the distribution of‘rlt steady-state!
permanent charge will also change. Obvious examples
are phosphorylatlon (t_hat prOduceS 'OC?" .cor'lceljltranns; It should be mentioned that ‘activation curves’ showing the voltage
of P = [H ZPOZ] + [_HPO4_]) ar.]d changes 'ln ionization of dependence of many rate constants of (macroscopic) gating (Hodgkin
the acidic or basic groups in the protein (that produceg Huxley, 1952; Hille, 1992) have the shape of titration curves or their
local concentrations of D" or OH") caused by changes derivatives with respect to potential.
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Energy in Electrodiffusion Systems (1) energy of all the types of charge in the channel
(cf. p. 8);

} ] ] . (2) chemical energy, i.e., the free energy associated
The idea of energy is considerably more subtle than ityjth the concentration, and entropy of each mobile spe-
sometimes seems, if systems are dissipative, nonlineagjes:
and open, let alone chaotic, thus violating, in many re- (3 energy losses to friction everywhere in the sys-
spects, the assumptions made in elementary treatments @y and in the boundary conditions. To analyze these,
thermodynamics or mechanics. Explicit analysis of theihe model probably needs to be extended, like the hy-
mechanics of nonlinear mechanical systems containingrodynamic model, to include explicit equations describ-
just a few components, like a driven dissipative pendujng the conservation of mass, energy, and momentum
lum (Ben-Jacob et al., 1982; Kupferman et al., 1992)and the generation and flow of heat (Huang, 1987, p. 96;
shows the need for careful thought and mathematical yngstrom, 1992; Chen, Eisenberg, Jerome & Shu,
treatment before extending the laws of thermodynamicg 995, jerome, 1995);

to nonequilibrium nonlinear systems. . (4) energy flows in the boundary conditions and the
Usual treatments of energy in mechanical systemgpparatus that maintains them:

‘holonomic™®. These treatments can be extended to fric-i, the system (Conti et al., 1984; Zimmerberg & Parse-
tional systems if Rayleigh’s dissipation function can begian, 1986; Zimmerberg, Bezanilla & Parsegian, 1990;

defined (Goldstein, 1980, p. 21-25, p. 62). Most treat-peng et al., 1992; Rayner, Starkus, Ruben, Alicata, 1992;
ments of irreversible thermodynamics depend on the defyogyanoy, Bezrukov & Parsegian, 1993).

inition of such a function (e.g., Katchalsky & Curran,

1965). Treatments of energy in an equilibrium, quasi- |t js not wise to pick and choose among the compo-
thermodynamic theory like FRloc. cit.,and also Gilson  nents of energy or to ascribe biological significance to just
& Honig, 1988; Jayaram et al., 1989; Sharp & Honig, gne component without good reason. Each component of
1990; Gilson et al., 1993; Antosiewicz, McCammon & energy arises in a different part of the system, with its own
Gilson, 1994) cannot themselves define Rayleigh’s functharacteristics, including time course, some of which (like
tion because those theories assume equilibrium, and %blvation) are much shorter (0.01 psec, Stratt, 1995) than
equilibrium, atoms and charges have zero (mean) veloggyp, permeation (0.Jusec: Cooper, Jakobsson & Wolynes,
ity, velocity dependent potentials do not appear (Gold-1985; Chiu & Jakobsson, 1989; Barcilon et al., 1993:
stein,loc. cit), no flux flows, and so frictional forces and Eisenberg, Klosek & Schuss, 1995), others, like slow con-
dissipation are zero, as well. _ ~__ formation changes (e.g., of slow inactivation) much longer
Itis not cleara priori whether Rayleigh’s dissipation  than permeation. It is not clear which of the components of
function can be defined for a general electrodiffusionenergy should be included when calculations are made of
system because diffusion is strongly coupled to the elecie rate constants or state probabilities of a channel (or
tric field, and the system (with coupling) is inherently protein), using the ‘Boltzmann equation’ (Hille, 1992, p.
dissipative, nonlinear and open, with flux of energy and12). po the state probabilities of a conformation change
matter (and charge) across its boundaries, as we havgy example) depend only on the electrical energy of the
mentioned many times. The work needed t0 MOVecharge that moves during that conformation change in an
charge in a protein or channel (e.g., to _ionize residues i"ﬂmvarying profile of potential, as is usually assumed in
a channel) may or may not be describable by a pathehannologylpc. cit)? Or do the probabilities also depend
independent energy function (even in principle: Griffiths, on the energies of other charges, on the energy lost to
1989, p. 187). It remains to be seen. _ friction, on the energy involved in changing the volume or
Whether or not energy and dissipation functions camotential profile, and on the energy flow in the boundary
be defined for these systems—and | surely hope theygnditions?
canl—any theory using energy as a variable must keep  pifficulties of this sort arise in any quasi-thermo-
careful track of all its components. dynamic treatment of nonequilibrium systems and have
motivated me, following in the footsteps of many others
working on other systemscf Ben-Jacob et al., 1982;
- Kupferman et al., 1992, and references in footnote
8 As Goldstein puts it in the second edition of his classic text (p. 64,26), to abandon equilibrium models of channels,
op. cit): “A gpod deal has been Writte_n_about Ha!”nilton_’s principle f_or both of the equilibrium PBor irreversible flavor, and to
?hozﬂhv‘aggors“;%sx]sﬁzsﬁr";‘tmi(;‘i“t?;;)‘)f 't[:u‘r"]’(rjo”199220'212:]1?“?6’:etr:;“t;‘gsuse kinetic models with explicit dynamics, of the several
Hamilton’s principle is applicable only to hc’)lonom’ic systems.” avallab.le flavors, namely m0|eCUIar.’ Langevin, or hydro-
9which for present purposes, can be crudely read as ‘isolated’ al—dynamICS (Elber et al., 1995; Elsenberg' Klosek &
though there is much more to the idea than that (Goldstein, 1980, p. 115¢chuss, 1995; Chen & Eisenberg, 1898®.P. Chen et
also see items listed under ‘constraints’ in his index). al., 1995,submittedl or PNP (oc. cit)).
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All Charge Produces the Electric Field Friedman, 1975; Yoon & Lenhoff, 1990; Sharp, 1991;
Zauhar, 1991; Gao & Xia, 1992; Saito, 1994; Tannor et

The electric field, that determines the energy, arises fronfl» 1994; Rashen et al.,, 1994; Chen et al., 1994; Tironi
et ! gy, an etal., 1995). That work will soon be extended, no doubt,

charge according to Poisson’s equation, which itself is”" ¢ . o

just a restatement of Coulomb’s law. to include other.bogn.dary conditions of the electrlq field
To describe a channel or protein, either Poisson’s(‘]"?mkson’ 1975, Griffiths, 19_89)’ and of cells a.”d tlssue§

equation or Coulomb’s law needs to include as its(EiSENPerg & Johnson, 1970; Jack, Noble & Tsien, 1975;

sources all the types of charge described on p. 8 becaudé@thias et al., 1979) and of electrodiffusion. Then, it

each helps produce the field. The equations need to d an dgscribe how macroscopic glectrical, diffusional, or
scribe how the charge and potential at the boundaries dfiological systems actually function.
the baths and the boundaries of the channel (at its walls)
change as experimental conditions change, e.g., as co
centrations or potentials are changed in the bath: th
sources (boundary conditions) in the theory must, o
course, have the same properties as the charge in t
physical world.

Interestingly, traditional theories of ionic solutions
(seereferences in Bockris & Reddy, 1970; Bard &

g’olving the PNP Equations Means Computing the
lectric Field

hﬁ1 . .

e PNP system of equations can be solved simulta-
neously, without approximation, using the numerical
methods described in the Appendix. Even though PNP is

Faulkner, 1980) and liquidsséereferences in Allen & a quite complex, coupled Set.Of no_nllr)ear d|ﬁer9ntlal
Tildesley, 1990), and simulations of molecular dynamicseq“at'ons’ the unde_rlymg physical p””c'p"?s are simple:
(Evans & Morriss, 1990; Hoover, 1991; Mareschal & f"‘” typef_s of charge in the ch_annel, .and atits ends, have
Holian, 1992; Lowe, Frenkel & Masters, 1995), even ofinteracting effects on the distribution of potential and

channelsreviewedin Roux & Karplus, 1994), often pay concentration in the channel. The shape of the electric
little attention to charge on the boundafand the re- field is found to change substantially, even qualitatively,

sulting macroscopic electric fields, and so cannot dealPy SOMeksT/€in most locations, in hundreds of different

with many phenomena of channels, membranes, cells ( alculations simulating real experimental conditions, like

tissues, for that matter), which are produced by charge ose used in thellaboratory, in which goncentrations qf
the boundary of the protein or bathing solutions. ThesdOns are changed in the baths. Modulation of the electric

theories cannot describe the “far fields’ or general boundi€!d In channels is the rule, not the exception. As ex-

ary conditions that produce resting or electrotonic potenperlmental conditions change, the potential profile
tials (Jack, Noble & Tsien, 1975) of nerve and musclechanges. :
cells, or syncytical tissues (Eisenberg & Mathias, 1980) Nonetheless’. the surface of a channel or protein has
or long insulated conductors bathed in an ocean of salpften been dgscrlbed as a more oriless unvarying set o
water, for that matter (i.e., the Atlantic cable: Kelvin, POtential barriers over which flux diffuses (e.g., Levitt,
1855, 1856). They cannot describe the qualitative mech986; Cooper, Gates & Eisenberg, 1888 Chiu & Ja-

; ; ; ; . kobsson, 1989; Barcilon et al., 1993; Eisenberg, Klosek
anism of the action potential (Hodgkin & Huxley, 1952; ' o ’ . '
s ( g y & Schuss, 1995) with a rate constant independent of the

t th b tential (i.e.. bound terconcentration of ions in the bath or channel. Hill (1977),
between the membrane potential (i.e., boundary poterg - ("1 970) " i 1988) " Hille (1992), Andersen and

tial) and the potential within and current flowing through ) X
a single channel molecule (Hodgkin, 1958). Much re-Koeppe (1992), Lager (1991) and Eisenman and Horn

cent work on liquids, ionic solutions, and proteins has(1983) are examples of this extensive literature of .rate
been devoted to dealing correctly with just the Dirichlet COEStﬁm m_odels. Such models of f_qu Ipy:ardbarrlgt)rs
far field condition of (uniform) zero electrical potential (Whether using rate constants or not) implicitly describe

at infinity (using Ewald sums or reactions fieldgz.: t_he surface of_a protein as an unvarying pOt?”"a' pro-
file—a ‘potential of mean force’ in the technical lan-
guage of statistical mechanics—thereby ignoring the ef-
fects of shielding, even though those effects can be large
20 or boundary conditions in general, following the philosophy stated at the ends of the channdbg. cit. and seeEqs. (A2)-
clearly in Goldstein, 1980, p. 16: “On this [atomic] scale all objects, (A4) of the Appendix) and in its poreef, Egs. (A9) and
both in and out of the system, consist alike of molecules, atoms, 0r(A10) of the Appendix) and are Iarge in many other
smaller particles, exerting definite forces, and the notion of constraintphysica| systems (as described on p. 9). Unfortunately,
becomeﬁ artificial and 'Iare'y appears.” This phil'osc(’jp(hy may be @PPOmost theories of open channels are subject to these crit
priate when atoms or clusters of atoms are isolated (either naturally oy _. . .
experimentally, so physicists can study their inherent properties with-[Clsms Whe'ther. they descrlpe permeatlon by ratg con-
out disturbance by the outside world). It clearlyimgppropriate in a stants or diffusion over barrietsc. cit. These theories
system like a channel in a membrane which naturally interacts with thedO not allow the rate constants or barrier shapes to vary
macroscopic electric field created by tiransmembrane potential. as concentration dransmembrane potential varies and
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so they imply unrealistic properties of the electric field. Because the flux through a channel is an exponential
In fact, if used over a range of experimental conditions,function of the potential profileb(¢),>®> modulation of

they are inconsistent with the laws showing how chargehe electric field tends to govern the qualitative proper-
creates an electric field, namely Poisson’s equation oties of channels. In this way, changes in the contents of

Coulomb’s law. the channel can govern the qualitative properties of cur-
rent flow.
The Surface of a Protein is a Distribution of Validity of PNP Theory

Charge, Not Potential Eisenberg, Klosek & Schuss, 1995 (following the simu-

lations of Cooper, Jakobsson & Wolynes, 1985; Chiu &

gakobsson, 1989; and the lead of Barcilon et al., 1993)
roved the validity of the Nernst-Planck (NP) part of the

heory for discrete atomic systems without single filing.

A channel (or a protein, for that matter) can certainly be
described as a distribution of potential under one set o
conditions. Indeed, it can be described as the same di

tribution of potential under another set of conditions, as . : .
. ' “°E. Barkai, R.S. Eisenberg and Z. Schuss (1998)mit-
long as all the charge< p. 8) in the system stay the ted,are extending the theory to single ion channels. Us-

same. But if concentrations, @ransmembrane poten- ing only mathematics, Eisenberg, Klosek and Schuss
tial are changed (or if the protein binds a substrate 0r(19995) )s/howed that thé NP e ua’géns describe the mear
transmitter, or if it changes conformation), charges will 9

change and so will the potential-of-mean-fofde. of the probability density function for location in systems

After anv charae in the svstem chanaes. a orofile Ofdominated by friction, in which atoms follow the Lan-
any 9 y . ges,ap .~ gevin model of atomic motion, i.e., Newton’s laws plus
the potential-of-mean-force can still be used to describ |

the channel protein, but it will be a different profile with uCt}:.ﬂ?[‘;ﬂ%iﬁﬁdm%)gzlt?;nlﬁgosltlgg:gs'place for most
a different size and shape. The potential-of-mean-force, . o< of atomic motion in condensed phases (Kramers
_m|ght concc_alva.bly stay the same at one location, bL!t on|y1940_ Gardiner, 1985). Even if the system is not entirely
if .that location is connected to a battery that supphes %'Yominated by friction, and the full Langevin equation is
withdraws charge to compensate for changes in other '

types of charge. The potentiatafile can stay the same needed_, or the fricti_on has pom_plex properties, and the
only if many locations are connected to (different) bat_generallzed Langevin equation is needed (Hynes, 1985,

; . ; : 1986; Berne, Borkovec & Straub, 1988 iktmi, Talker
teries, each of which supplies or withdraws the charge& Borkovec. 1990° Flemina & Haogi 1993 Tucker-
necessary to keep its potential constant. ' y 9 agdl, !

Describing a protein as a potential surface is equiv—man & Berne, 1993), Eisenberg, Klosek and Schuss

> ._prove (using mathematics alone) that something very

alent to describing that surface as a source of potentia lke Nernst-Planck is appropriate (their Eq. 6.15). Sur-
i.e., as a Dirichlet boundary condition, a surface where_ .". V. th ; Its of thei vsis d d onl
the potential is fixed. A surface of matter cannot be aPnsingy. the main results of their analysis depend only
source of potential described by a Dirichlet boundar on mathematical identities. All that is necessary for their
condition Enless it, is a metal c){)nnected 0 a battergllmef is the existence of conditional probabilities of lo-

The surface of a protein is neither metallic, nor Con_catlon. The conditional probabilities can be directly de-

nected to multiple batteries and so the surface of a ro[ived from simulations of molecular dynamics (without
b P sing even the generalized Langevin equation, seg,

tein must be described as a distribution of permanen arcilon et al., 1993, Figs. 4 and 5) or from the Onsager-
charge”® Only the permanent charge stays constant a?\/lachlup acti(;n forr"nulation of Newton’s laws in the

experim(_antall conditions vary and chgnge the ”.‘Ob“e resence of thermal agitation (Onsager & Machlup
charge (|.g., ions) in a channel and at its boundarles. Iﬁ953'seemodern application: Elber, 1996), '
those mobile charges vary, the total charge varies, and so fhus, there seems little questién of the validity of

does the potential. Thus, as experimental conditions Afhe NP equations for a stochastic discrete atomic system

var@ed, as the po_ten_tial or c_:oncentrations in the bat_h arerhey describe the mean value of the probability density
varied, the electric field varies because the charge in th?unction of location of ions within the open channel

channel's pore and at its boundaries vary, even if th he question then is how to compute the mean potential
(fixed) charge on the protein stays the same. The eleCtriﬁsedqin the NP equations P P
field is modulated by changes in experimental condi- q ’
tions: modulation is the rule, not the exception. The Mean Potential

The Poisson equation can describe a potential on many
— time scales and it can describe the mean potential pro-
21|f the conformation changes, the distribution of permanent charge
will change as well, of course.
22This is to a first approximation; to a second approximation, dielectric
properties must also be included as they are in our analySiEq. 1). 23SeeEq. (A8).
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duced by mean charge. In the PNP theory of channels, indeed while one sample of open channel current is mea-
describes the mean field approximation to the potentiabured (5 psec).
in the open channel produced by the average distribution It is the fluctuating potential that determines the cur-
of permanent, mobile, and induced chargé Eg. (1)). rent measured in channel experimeniée experimental
In particular, it describes the potential averaged over theneasurement of current is taken over such a long time
5 wsec needed to measure a single digital sample of megreriod (compared to atomic or ionic motionghat it is
current (because of instrumentation and signal to noiseecessarily an averagerhus, the potential that deter-
problems). Fivepsec is much slower than the time mines the measured current must be an average too, 0
scales that determine the energetics of solvation (0.0some sort or other. The functions being averaged vary
psec, Stratt, 1995), or typical atomic motions in proteinswildly, containing some Jusec/(MFPT= 10"") = 50 to
(0.1 psec) and so averaging of these motions is nece& psec/(Solvation time periogs 1024 =5 x 10® fluc-
sary. Fiveupsec is also slow compared to the time scaletuations in the qusec period of a single current measure-
of ion permeation: a univalent ion crossing a membranement. The average cannot be determined by simply sum-
every 160 nsec carries 1 pA of current and a single iomming the potential determined in individual simulations
takes roughly the same time for its (first) passage acrosbecause that summation procedure is numerically (inher-
a channel, namely, its mean first-passage time (MFPT)ently) ill-determinec?® Furthermore, the various averag-
estimated by Cooper, Jakobsson and Wolynes (1985)ng procedures oequilibrium statistical mechanics do
Chiu and Jakobsson (1989); Barcilon et al. (1993);not apply to these systems far from equilibrium, and
Eisenberg, Klosek & Schuss (1995). attempts to use them have not been successful (Allen &
The time and length scale of atomic motions is Tildesley, 1990, Ch. 8-11; Evans & Morriss, 1990;
known (Berry, Rice & Ross, 1980) from experiment Hoover, 1991; Haile, 1992: Ch. 8; Mareschal & Holian,
(e.g., measurements of temperature factors of proteins b$992); indeed, problems with equilibrium statistical me-
x-ray diffraction: Frauenfelder, Petsko & Tsernoglou, chanics have led some authors to propose a radical re
1979; Parak & Knapp, 1984; McCammon & Harvey, working of the ‘thermodynamic’ theory of fluxsgéeex-
1987; Brooks, Karplus & Pettitt, 1988; Smith et al., periments of Keizer and Chang (1987) and Hjelmfelt and
1990; Kuriyan et al., 1991); from general theoretical con-Ross (1995) and discussion and references in Keizer
siderations (e.g., kinetic theory, McQuarrie, 1976; Gar-(1987a,b) and Vlad and Ross (1984 and Peng et al.
rod, 1995); most vividly from the simulations of molec- (1995)). Rather, the average must be determined sepa
ular dynamics in general (Burkert & Allinger, 1982e  rately, by its own theoryjust the way the average of the
Davidson, 1993, which introduces a review of the ‘statetrajectories of a Brownian motiéh are determined by
of the art’; Chem. Reviews, 93(7), 1993); from simula- Fokker-Planck equations (Arnold, 1974; Schuss, 1980;
tions of proteins (Brooks, Karplus & Pettitt, 1988; Mc- Gardiner, 1985; Gard, 1988), not by actually adding up
Cammon & Harvey, 1987); and from simulations of the trajectories.
channel proteins, in particular gramicidineyiewedin The nature of the average potential depends on the
Roux & Karplus, 1994), including our own (Elber et al., atomic properties of the channel, as it does in any mac-
1995). The range of time scales in proteins is remark+oscopic condensed phase. If the motions of the perme-
ably large: experiments show conformation changesting ion (or more precisely the permion) are much
ranging from 10"° sec to 10 sec (Brooks, Karplus & slower than the atomic motions surrounding it, the Har-
Pettitt, 1988: Table I, p. 19). tree self-consistent field (SCF) approximation (Ashcroft
The rvs deviations of atoms from their mean po- & Mermin, 1976; Kittel, 1976) is usually invoked: the
sitions are significantly largeiop. cit), and the motions effective potential for an ion is determined from the av-
more violent, than imagined in traditional theories of eraged locations of the other charges, i.e., atoms.
channel permeation (Hille, 1992; Andersen & Koeppe, It is certainly possible to imagine or build a system
1992;cf. Purcell, 1977; Berg, 1983). For example, com-
paring a snapshot of a simulation of a gramicidin channel
with one taken some 10 psec later shows that most atoms
are more tha 1 A away from where they were initially. 2 These rapid fluctuations probably account for the very large open
If the electrostatic potential is computed from each snapghannel noise we (and others) have observed at high frequencies. Be
shot, striking variations are found. The potential at mostow (say) 10 kHz—where open channel noise has been reported—these
locations has changed more thigsT/e: Coulomb’s law  rapid large fluctuations presumably ‘average out’ to zero.
shows thaa 1 A displacement of a carbonyl oxygen 25The_ slightest rounding_ error, error i_n truncation of the sum, or sys-
(containing [0.6e of charge), produces a potential tematic error would dominate the estimate of such a sum.

. 26 Mathematically speaking, the trajectories are ‘functions of un-
change >lkgT/e at distances of a few AngStroms (e.g., bounded variation,’ oscillating an infinite number of times in any finite

Israelachvili, 1985, Ch'. 3)' Thus, potential prOf”eS in interval, no matter how small (Wong & Hajek, 1985, p. 53) and thus are
pores change substantially at least every 10 psec; theyard to evaluate, represent, or approximate in a finite simulation or
are likely to fluctuaté* (by severalkgT/€) many times  calculation.
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where macroscopic flux does not depend solely on the  PNP is perhaps the simplest theory that describes the
averaged potential, but rather depends on some exiffusion and migration of ions in the presence of an
tremely weighted average or particular extreme value otlectric field that also computes the field from the
the fluctuating atomic potential, and so the SCF approxcharges present; in that sense, it is the simplest mear
imation fails. But if macroscopic properties depend onfield theory consistent with the laws relating charge and
such extraordinary events, they cannot be described litelectrical potential. But it certainly is not the only such
erally by classical macroscopic theories of average proptheory; others may in fact be much better descriptions of
erties like Maxwell's equations and diffusion equationsthe correlated motion of ion, water, and atoms (of the
of Fick’s law, or statistical mechanics as built on the channel protein) that accompany permeation (convinc-
Boltzmann transport equation. Classical macroscopidngly shown experimentally by Rosenberg & Finkelstein,
theories of matter are literally valid only when the aver- 1978,b; Levitt et al., 1978; Finkelstein & Andersen,
ages of atomic trajectories are well behaved. 1981; Dani & Levitt, 1981; Levitt, 1984; Finkelstein,
Most theories of condensed phases, solid state, 0t987; Hille, 1992; and shown in simulations (Chiu et al.,
gas phases assume that the mean dependent variablE389; Roux & Karplus, 1991; Roux & Karplus, 1994;
(like potential) obey the macroscopic laws of electrostat-Elber et al., 1995)).
ics, and the fluxes are described by macroscopic laws of
diffusion of charged particles, i.e., the Nernst-Planck
equations, even though the electrical potential and otheRuasi-Particles as Correlated Motions in a
parameters are known (by direct experimental measuréviean Field
ment in many of these sciences) to fluctuate wildly on
atomic scales of length and time. These thedfies| It is instructive to consider how the correlated motions of
use macroscopic laws like Poisson’s equation and the NExtraordinary phenomena are analyzed in other science:
equations to predict macroscopic measurements. ThefAshcroft & Mermin, 1976; Mason & McDaniel, 1988;
all use SCF and effective parameters to describe macrazox, 1993) where direct measurements of atomic and
scopic properties as averages of atomic trajectories. Anttansport properties are routine, along with extensive
all these macroscopic theories fit a wide range of thesimulations (Bird, 1994). In these sciences, mean-field
phenomena seen in ordinary experiments—the ordinaryheories are common, despite the universality of corre-
phenomena of classical physics. Of course, they canndated motions, and mean field theories like PNP (or iden-
describe the extraordinary phenomena of modern physictical to PNP: Ashcroft & Mermin, 1976: Ch. 28 and 29)
(e.g., conduction of current by holes in semiconductors)are used successfully to fit a wide range of qualitative
precisely because those phenomena depend on correland quantitative behavior (Mahan, 1993). The PNP
tions that are ignored in the averages of traditional macequations appear because they arise from conservatiol
roscopic theory. laws (that are true no matter what are the details of the
PNP theory must be viewed then as a continuumatomic motion) and simple constitutive laws, like Fick's
theory of the mean field much like the other continuumlaw, which approximately describe a wide range of sys-
theories of nineteenth century physics. It was the tri-tems. But these mean field theories are often not literally
umph of nineteenth century physics to realize that simpleérue as descriptions of motions of individual atoms, be-
statements of seemingly vague conservation laws besause the atomic motions are extraordinarily correlated.
come powerful and specific predictors of complex ex-Rather, the mean field theories are &t describe
perimental phenomena (e.g., water waves breaking on eollective motionsas if they arose from the rigid body
shoreline) when converted to mathematical form (e.g.translation of a group of atoms (Goldstein, 1980: Ch. 5).
partial differential equations) and coupled to boundaryThe (sometimes hypothetical) rigid body is called a
conditions (to describe the source of energy and flow)quasi-particle.?° One of the main goals in the study of
and constitutive relations (e.g., Ohm’s law, Fick’s law) such physical systems is to establish the existence of
that describe the mean flux of uncorrelated particles. such quasi-particles (by experiment, simulation, and the-
ory) and to determine their conservation laws, laws of
motion, and effective parameters.
- Consider, for example, the extraordinary phenomena
27Boltzmann transport equationMcQuarrie, 1976; Rebois & de  Of ferromagnetism, superconductivity, and polarons (Ch.
Leener, 1977; Berry, Rice & Ross, 1980; Cercignani, 1988; Spohn,
1991; Balian, 1992; Lundstrom, 1992; Cercignani, lliner & Pulvirenti,
1994; Garrod, 1995condensed phase theoritramers, 1940; Gar- 28 A mathematician might say “they are used figuratively” when
diner, 1985; Hynes, 1985, 1986; higgi, Talkern & Borkovec, 1990; speaking of those cases where the quasi-particle and its behavior canna
Antosiewicz et al., 1994; Sharp & Honig, 1990; Fleming & ridai, be rigorously derived from the underlying atomic dynamics.
1993;solid state:Ashcroft & Mermin, 1976; Cox, 1993jases:Chap- 29 The discussion of quasi-particles in Ziman (1960), Smith and Jensen
man & Cowling, 1970; Hirschfelder, Curtiss & Bird, 1954; Mason & (1989), Ch. 5, and Ashcroft and Mermin (1976) were particularly help-
McDaniel, 1988. ful to me.
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33 & 34 of Ashcroft & Mermin, 1976; Mahan, 1993, Ch. find a range of phenomena (e.g., of the open channel)
5 & 9; Ch. 6.2 of Cox, 1993). Classical mean field theo-that are well described by the mean field theory pre-
ries cannot describe these phenomena, but SCF is stidlented in the Appendix, but with effective parameters
used: correlated motions that were described improperlyvhose meaning can be difficult to sort out, because the
in the simplest mean field theories are analyzed in detailpbject moving in the mean field theory is not an atom or
and summarized as the motions of a quasi-particle in anolecule but a quasi-particle we call ‘a permion’ (Elber
SCF mean field. Examples of quasi-particles are nott al., 1995), that moves along an effective reaction co-
hard to find: a phonon, polaron, or Cooper pairs are suclordinate, a twisted path, that is usually not perpendicular
guasi-particles; indeed, even the hole and ‘electron’ oto the membrane surface. Indeed, classical phenomen:
solid state physics arot real particlesput rather quasi- of open channel permeation arise from the correlated
particles with mass and other properties quite differenimotion of the permeating ion and water, as transport
from real particles, for example, electrons in free spaceexperiments convincingly showed some time ago:
The mean field approach is retained and extended t¢Rosenberg & Finkelstein, 19@@; Levitt et al., 1978;
these quasi-particles, but the objects moving in the meaRkinkelstein & Andersen, 1981; Dani & Levitt, 1981;
field are no longer the ‘real’ atoms or molecules them-Levitt, 1984; Finkelstein, 1987; Hille, 1992). The corre-
selves. Rather, they are groups of atoms whose corrdated motions are, of course, also apparent in simulations
lated motions allow them to be described as quasi{Chiu et al., 1989; Roux & Karplus, 1991; Roux & Kar-
particles with definite properties that follow their own plus, 1994; Elber et al., 1995). Other classical phenom-
law of motion, obeying the macroscopic laws of diffu- ena depend on the interactions of ions coming from dif-
sion and electrostatics, albeit using effective parame- ferent sides of the membrane (e.g., nonideal ratios of
ters which are only indirect representations of the com-unidirectional fluxes of tracers, Jacquez, 1985; Hille,
plex underlying atomic properties, and so have numerical989; Chen & Eisenberg, 1988and so must be de-
values that are not immediately understandable (e.gscribed by a theory that allows such interactions, for
negative mass of an ‘electron’ in a semiconductor,example, a mean field theory of the correlated diffusion
Spenke, 1958, p. 58-60; Kittel, 1976, p. 200). of a permion in a single file (E. Barkai et al., 1995

It is actually necessanto construct a theory of the submitted. Of course, the utility of this idea of a per-
correlated motions, instead of the atomic motions, inmion remains to be established. Now, it is a compelling
many cases, because the numerical averaging neededdad not very new image; eventually, it may become a full
link atomic motions and experimental observations isfledged theory predicting selectivity, fluctuations, flux,
impossible to actually perform. Indeed, in some casesnd blocking phenomena in open channels (Hille, 1992).
(when flux flows or dimensionality is reduced: Allen & It is even possible that the phenomena we call (sin-
Tildesley, 1990, Ch. 8-11; Evans & Morriss, 1990; gle channel) gating will be best described as the motion
Hoover, 1991; Haile, 1992: Ch. 8; Mareschal & Holian, of a quasi-particle (perhaps, the permion; more likely a
1992; Lowe, Frenkel & Masters, 1995), the average mayquasi-particle with different properties, a ‘gate-on’) that
not converge to a definite value no matter how long thefollows its own laws of motion (i.e., Langevin equation)
averaging goes on, and so the average may not exist, with probability density described by something like
the mathematical sense of the word. Rather, a theory dPNP. If that motion occurs over a high barrier, its mean
the observable property may have to be derived analyttime course will be exponential and rate theory will be a
ically to replace the uncomputable average of the trajecgood approximation, as it is to most phenomena of single
tories or correlation functions. channel gating (McManus & Magleby, 1988; McManus
et al., 1988; McManus & Magleby, 1991).

PNP is thus an appropriate mean field theory of the
rapidly fluctuating atomic scale potentials of the open

channel, as long as averages are taken on the time scal

It is well to remember this experience of other sciencesy; \which current is measured (e.g., overgec, which is
as we try to apply PNP to channels. We too are likely tolong compared to the permeation time of a single ion),

and as long as the system is reasonably homogenous fo

39 The physicist's definition of a quasi-particle is analogous to the that 5usec.

biochemist’s definition of a (conformational) state of a protein. The

quasi-particle follows Langevin equations (Newton’s laws of motion

with noise added), although sometimes with peculiar conservation Iawi-lomogeneity of the Open State
arising from the wavelike nature of the underlying dynamics; the chem-

ical state follows the law of mass action; in both cases the existence oﬁv . .
the correlated motion (quasi-particle or state) is assumed. The law o he homogeneity of states of proteins cannot be assume:

mass action (in condensed phases) can only be derived (as illustrated (,lfrauenfelder, 1985; Ansari et al_" _1985; Frauenfelder,
Egs. A8 & A9 of Appendix) from Langevin equations¢. cit); andso ~ Sligar & Wolynes, 1991) and so it is fortunate that the
the physicist’s approach has significant advantages, at least in my viewhomogeneity of the open state of a channel is known

Quasi-Particles and PNP
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directly from experimental measurements of single chanfunction of potential as shown on the right hand side of
nel currents on the biological time scale. Measurement&q. (A7); consider special case Wii(R) = 0, V,,,,= 0.

of open channel noise (chiefly from Sigworth’s lab, start- Thus, if single channel current is found to be reasonably
ing with Sigworth, 1985; for more recent referenee®  constant experimentally, the contents of the channel are
Heinemann & Sigworth, 1991, also Hainsworth, Levis & likely to be reasonably constant, and the potential profile
Eisenberg, 1995) show little correlation between succesis likely to be even more constant.

sive samples of the current records: currents hardly vary ~ We should thus not be surprised that open channel
within one channel opening or from opening to opening,noise is reasonably well behaved in most channels. It
or even experiment to experiment (when recording condoes not differ from instrumentation noise by more than
ditions are the same). The variance and power spectrura factor of Z in the papers of Sigworth (where it is often
within a single prolonged opening is the same as thdess than that) or Hainsworth, or in most other channels.
variance from opening to openin@g. cit). Because Indeed, if uncertainty in the level of open channel current
these measurements are made on the actual time scaleisfcomparable to the mean amplitude of open channel
biological function, they estimate the inhomogeneity rel-current, or if the current fluctuates significantly (say
evant for that biological function. In fact, they show rms deviation > 10% of open channel current) on a time
directly that the open channel is quite homogenemus scale comparable to the (mean) duration of open channe
the functionally relevant time scal®f course, they say current, the records do not fit within the paradigm of
nothing about much faster time scales; inhomogeneity ogingle channel recording (Bean et al., 1969; Hladky &
the type seen by Frauenfelder (1985), Ansari et alHaydon, 1970; Neher & Sakmann, 1976; Ehrenstein &
(1985); Frauenfelder, Sligar and Wolynes (1991) mightLecar, 1977; Sigworth & Neher, 1980; Neher, 1982; Sak-
well exist on the picosecond time scale while the channeimann & Neher, 1983, 1995) and are likely neither to
appeared homogeneous on fkeec time scale of perme- have been pursued (very far) nor to have been reportec
ation. (in full length publications).

The homogeneity of currents observed experimen-  The homogeneity of the open state is particularly
tally (on the functionally relevant time scale) implies an interesting, because states of proteins in general are no
underlying structural homogeneity of the open state ofconsidered so homogeneoup( ci. The homogeneity
channel proteins, on the same time scale: that is the timef the open state is probably a consequence of the time
scale in which the mean quantities of PNP theory arescale of permeation and the high density of fixed (i.e.,
computed (namely, the parameters and variables of Eqpermanent) charge along its wall. If that charge is re-
(1) and (2)). The conformation and the shape of the elecferred to the volume of the channel's pore, its concen-
tric field must be reasonably constant and nearly theration is several molar; e.g., in gramicidin, in which the
same whenever the channel is open on the time scale afrbonyl oxygen's make up the wall of the channel, each
usec; otherwise, the experimentally measured currentd A turn of the helix contains about @ggiving a con-
would not be reasonably constant and nearly the same atentration of permanent charge of 2.6 Molar. Such a
that time scalé?! highly charged tunnel is likely to change potential dra-

The question is what do the words ‘reasonable’ andmatically if its contents change and leave substantial
‘nearly the same’ mean? | believe this question can bdixed charge unshielded on thesec time scale. And it
answered directly from experimental data because thenay be impossible for such a large potential to be sus-
open channel noise itself is a measure of the inhomogeainedfor the functionally relevant timef 5 psec, with-
neity of the open state. Indeed, it is an upper bound orout the channel returning to a closed state. It seems pos
the inhomogeneity of the open state because open chasible that an open state of a channel is a quite special
nel noise can arise in other ways besides inhomogeneitystate, the only state (within some tolerance, of course) in

In fact, the measured current is a more sensitivewhich the contents of the channel—and thus its potential
measure of the homogeneity of the open state than thprofile—are compatible with substantial flux. In this
potential profile: current through a channel is an expo-view, the open state is a conditional state; any of the
nential function of the potential profil®(¢) in nearly all  many conditions (e.g., thermal fluctuations in concentra-
theories (e.g., as shown explicitly in Eq. (A8), left hand tion or conformation) that might perturb its balance of
side, Appendix), and the concentration is also a steemobile and permanent charge would likely interrupt cur-
rent flow, thereafter removing the protein from the open
state. A closed channel would then be characterized by
many states (i.e., potential profiles), while an open chan-
nel would be characterized by just one (within a certain

31The subconductance states and flickers commonly seen in wid . .
bandwidth recordings of channels also set bounds on the validityofou‘io'erance’ of Course)' If Summemly well defined, the

argument: they are probably a measure of another kindlaimoge- open state m'ght. be V'e\_’ved aslan_ (eI?CtrOStat|C) eigen-
neity of the open state, distinct from that observed in measurements cftate of the protein, forming the ionic wire postulated by
open channel noise. Rosenbusch (1988).
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PNP as a Mean Field Theory to resolve than primary sequences, but some channe
structures are now known at atomic resolution (e.g.,
We conclude that the potential of PNP theory is a well-Cowan et al., 1992) and more will be. The question then
defined mean potential appropriate to describe currenis how do we determine the one dimensional distribution
flowing in open channels on time scales longer thanof permanent charge of PNP theory from the three di-
some 5psec. PNP should be viewed as the first ordermensional structure of the channel protein (on the one
SCF theory of flux in channels relating mean potentialshand) or the current voltage relations of the open channel
and currents and concentrations using effective parameon the other)? Certainly, there should be a good quali-
ters appropriate for the dynamics of ions and channelative agreement (i.e., location and number of maxima
atoms on the fusec time scale. and minima) between the potential computed by three
PNP theory does for channels, in the presence oflimensional PBtheory and that used in one dimensional
flux, what PB, theory has done so successfully for pro- PNP theory (in the zero flux and zero membrane poten-
teins in the absence of flux (for some time now). PNP istial condition used in PBtheory). But the quantitative
a practical theory because of the advances in numericdklation is hard to predict, because it will depend on the
analysis that allow quick computation of the full coupled meaning of the effective parameters of PNP and, PB
nonlinear system. As far as we know, PNP is the firsttheory. That meaning depends on the strucamé dy-
channel theory to solve the full set of equations involvingnamicsof the channel proteimn the psec time scale of
induced, surface, and fixed charge, and flux through thgpermeationbecause the relation of charge and potential
channel. It is certainly not the only such theory, nor candepends on the shielding (i.e., polarization) within the
it be expected to be the best; one dealing more realistichannel protein itself and the dominant source of shield-
cally with single filing would clearly be better. ing is the movement of the (charged) atoms of the pro-
tein. These are difficult problems theoretically and ex-
perimentally in every field, not just in proteins and PNP
Profile of Permanent Charge theory. Nor can they easily be solved by simulation.
Effective parameters can rarely be derived (by mathe-
The profile of permanent charge is perhaps the mosinatics alone) from models of atomic structure and mo-
interesting effective parameter of PNP theory, because ition in any system, including those known much better
determines the qualitative properties of the open channghan proteins.
(as doping determines the qualitative properties of tran- It is best now simply to ask these questions, waiting
sistors, along with the bias voltages) and because it cafor another day, when perhaps answers will be available,
be modified so easily nowadays by changes in the aminat least for a specific channel. Perhaps, when we know
acid sequence of proteins once the gene for that proteithe answers for a few specific channels, generalizations
is known and cloned. Of course, only the primary struc-and conclusions concerning the atomic meaning of ef-
ture—the sequence of amino acids—can be read fronfective parameters will emerge.
the genome: although that sequence is thought to deter-
mine the three dimensional folding pattern of the poly-
peptide chain, only nature knows how to do that (Creigh-General Rules
ton, 1992): no one can predict three dimensional struc-
ture (indeed even refine a bad guess) at the present tim
We have seen (on page 13) how sensitive the potentiq
profile is to the location of charge, and so we can se
how difficult it is to guess the biologically relevant pro-
file of permanent charge without knowing the three di-
mensional structure, heroic attempts notwithstanding
Nonethelesschangesin the primary sequence, which
may be assumed (with various degrees of certainty) t
leave the rest of the three dimensional structure esse
tially unchanged, can often be interpreted (Miller, 1989;
Perachia, 1994; Sigworth, 1994; Montal, 1995, and ref- (1) the theory must compute the electric field, not
erences therein). Indeed, some changes have strikinglgssume it.
specific results, presumably because they mimic a single  (2) the theory must compute the electric field from
amino acid substitution that evolution found useful, all types of chargedf. p. 8).
sometime ago. (3) the theory must never assume that a potential is
Successful and complete investigation of structuremaintained constant at some location in matter (as ex-
function relations, of course, will need measurement ofperimental conditions are changed), unless that location
structure. Three-dimensional structures are much hardes connected by a wire to experimental apparatus which

ur analysis implies general rules independent of the
imitations of mean-field, or quasi-particle theories. |
eDelieve any theory must explicitly display the depen-
dence of flux and current on the diffusion constant of the
system: in liquids, solutions, and other condensed
phases, nothing can be assumed independent of friction

believeanytheory must be consistent with the proper-
iies of the electric field and so
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serves as a source of energy and charge (i.e., a battery Diese words were written with BMV 540 ringing in my mind, thanks
amplifier). to Jill.

(4) the theory must recompute rate constants when
experimental cond_lthns ghange, becau_se anything th%eferences
changes the electric field is almost certain to change rate
constants. A protein or channel with an unchangingaierts, B., Bray, D., Lewis, J., Raff, M., Roberts, K., Watson, J.D.
electric field is likely to be a dead protein, unresponsive  1989. Molecular Biology of the Cell. Third Edition, Garland Pub-
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or channels. Allegl, M.Pd, TiII;JIesIey,ODf.J.d1989. Computer Simulation of Liquids.
H arenaon Press, OXror
(5) If the thepry Is to _compute the current flow or Andersen, O.S., Koeppe, R.E. 19%hysiological Review32:5S89—
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Sci. USA82:5000-5004
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57:1049-1064 mensionless) dielectric constants and €,,,0, respectively, and the

effective dielectric parametér= 2epeo/r2In(d/r), defined and derived in
Barcilon (1992); discussed Chen & Eisenberg (1993
Appendix The meaning of the permanent (i.e., fixed) charge and channel
contents are clear. The induced charge term is not so obvious, but
rather is the outcome of the analysis of average potential and flux in the
PNP Theory full three dimensional PNP equations (Barcilon et al., 1992; Chen et al.,
1991; Chen & Eisenberg, 1988 Nonetheless, the induced charge

The historical antecedents to PNP and its relationship tp thory term is intuit_ively pleasing; Whgn the electric figld is spatially con-
(e.g., of shielding), which is close, have been discussed in the text (pStant—described then by a spatially linear potential pr(_zﬁ(lla—’x/d)— _

9). Our contributions have been reported in a series of papers starting0 polarization charge is induced according to Poisson's equation,
with Barcilon (1992). Barcilon considers the full three dimensional 2S¢ase the second derivative of the linear potential is zero i.e.,
problem and derives the appropriate form of the perturbation expand IdxC(A[L — x/d]) =0. Thus, itis pleasing that the difference between
sion. Incidentally, (in a result overlooked by many biophysicists) he the actual potential and the potential of the constant field, natly
solves analytically the electrostatic problem of a finite length cylinder ~ X/d) — @() is the polarization term in equation (A1).

embedded in a thin membrane, giving two different exact expressions

for the potential, thus contributing importantly to the electrostatic prob- .

lem posed first (I believe) by Parsegian, 1969Barcilon et al. (1992) Donnan Potential

and Chen et al. (1991) derive and solve the one-dimensional theory

without permanent charge. They show when a constant (electric) field&rmanent charge at the ends of the channels creates Donnan or built-i
or constant gradient (of concentration) can approximate the full equaPotentialsin the bathsdy,(0), ®y(d) (dimensionless® = ep/kgT).

tions (without permanent charge). Chen and Eisenberg &)986t These are the surface potentials studied extensively in membrane bi-
permanent charge in the theory; Chen and Eisenberg ) 99Boduce ology (McLaughlin (1989); Green & Andersen, 1991) and are easily
nonequilibrium boundary conditions that allow a channel of one struc-cCOmMputed because the bathing solutions are made of (nearly) equal
ture to produce single filing, and flux coupling reminiscent (in some @mounts of cations and anionsz., 32C(L) = 3zCi(R) = 0. Then,

ways) of mediated transporters. Interestingly, it has just come to our

attention that the theory of bulk ternary ionic solutions includes flux \/ P?(0) + 4C,(L)C,(L) + P(0)
coupling (Wendt, 1965)f positive or negative sigfVitagliano &  Pbi(0) =loge 2,0 (A2)

Sartorio, 1970). Eisenberg (1996) embeds PNP theory in a hierarchy of
models of different resolutions; Park et al. (1995) analyze the qualita-

tive properties of the theory in the absence of permanent charge ang @=lo \/ P?(d) + 4C,(RIC(R) + P(d)
built-in potentials. Chen et al. (1995) generalize PNP theory to include™ ®*7 ~ Y 2C,(R) (A3)

explicit equations for the conservation and flow of heat, energy, and

mass. Eisenberg, Klosek and Schuss (1996) derive (just) the Nernsthe potentials on each end of the pore, and from one end to the other,

Planck equations from a stochastic analysis of flux over barriers begurare

in Barcilon et al. (1993). Barkai, Eisenberg & Schuss (1995) extend

the stochastic analysis to a one ion channel. D(0) = D, (0) + V,
Because of this extensive documentation, here we only state the

main equations used to predict the results of a typical experiment "Hn(d) =d,(d)

which the single channel curremtis studied as a function of the

transmembrane potential applied to the batsg,, in a variety of T

solut_ions _of different compo_’sitiq@j(O) ande(d). Th_e theory u_sed _to A = 0(0) — @y (0) 42 Vappl

predict this current starts witRoisson’s equatiorfwritten here in di- €

mensional form), which determines the potengalunits: volts) from o ]
the charges presentf(p. 8) Note that the potentiall is not the transimembrane potentiaV/,q,

applied to the baths). The baths are assumed at equilibrium, even wher
current flows, so

ppl

(A4)

Permanent o annel Contents

Change
d2
‘8H2°8°d_; £ erx) + eZzJCJ(x) Ci(0) = C(L)exi -z, (0)]
Gi(d) = G(R)exd~zPy,(d)] (A5)
Indugag Change
y S[A(L - x/d) - ‘P(X)]‘ Nernst-Planck equationgetermine the fluxJ; of each ion
%%\g:ttia?ﬂ gioeTj (A1) Diffusion Migration
dG

J=-D

dd
il o TES™ g

— (A6)
33and subsequently analyzed (Levitt, 1978, 1982, 1984, 1985, 1986,
1988; Jordan, 1982, 1983, 1984, 1987). whereD; is its diffusion constant.
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The Nernst-Planck equation (A6) can be integrated analytically to D; exg2)Vapp)
: ; ; ; ; =ProfR|L} =—(f——;
give expressions for the concentration of ions in the channel, namel J‘d
the channel’s contents o EXP FP(Q)de

CL) - exp ZVapp~ @] - [ exp 7001

ko = PrOB{L R =~

G = d
i d exp zP(()dg
f o &P 7P(QdC o PP (A10)
These expressions are not as obvious as they seem: until this work wa:

C(R) - exi-z ()] - fo exp 7(Q)dc done, it was not clear Wheth(_ar a rate constant formulatlon Ilk_e Egs.

. (A9) and (A10) could be derived for potential barriers of arbitrary

.fd exp 70 shape** The conditional probabilities are in fact specified as the so-

0 (A7) lution of a rather involved partial differential equation and boundary

) ) ) ) conditions (the full Fokker-Planck equation); showing that took us
The PNP theory is the simplest mean field theory because it assumegme seven years (Cooper, Gates & Eisenberg, d:9B8rcilon et al.,

that the mean potential and concentrations of Poisson’s equation arggg3: Eisenberg, 1996), only at the end of which was the simple ex-
identical to the mean potential and concentrations in the NP equationsp,.ession (A10) derived®

The system of equations (Al) and (A6) or (A7) are self-consistent

because they can be (and must be) solved simultaneously. The poten-

tial depends on the concentratioGgx) through the Poisson equation Nyumerical Solution

(A1) but the concentrations also depend on the potential through the

integrated Nernst-Planck equations (A7). Indeed, the concentration§he gesign and choice of the numerical procedure for solving PNP is

depend exponentially on the potential profikt). Once the potential  cjtica) for the success of the calculations (Fatemi, Jerome & Osher,

profile is set, the distribution of concentration is determined and cannotlggl; Jerome, 1995). The procedure was developed independently by

change. In that sense, assuming a single prd#(g) is equivalentto  cpen e.g. Chen & Eisenberg, 1893evere numerical difficulties

locking a channel into a spegific occupancy state, from which it cannotyise with other methods of solving the system of Egs. (A1) and (A6)

move as long as the potential profile itself does not change. and boundary conditions (A2)-(A5) (e.g., successive approximation to
A different integration of the Nernst-Planck equations shows thatineqra| equations: Chen, Barcilon & Eisenberg, 1991; stiff differential

flux (and the observable, the electric currépalso depends exponen-  oquation solvers: see electrochemistry literature, chiefly from Buck and

tially on the potential profileb(). Mafé's group,op. cit).

The coupled nonlinear system of equations (Al) and (A6) is

J=D. Ci(L)exp@Vapp) b R 1= S e solved numerically by substituting the integrated Nernst-Planck equa-
] ] d j d [ 4 ' . . . . . . . _
J‘ expz®(L)d f expz®()d ] A8) tion (A7), Whlch is premsely_ eqmyalent tq the dlfferer_mal Nernst‘

o o Planck equation (A6), into a discretized version of the Poisson equation

) ) ] (A1). We start with a reasonable initial guess, say (a discretized ver-
While the numerators of these terms can be written as functions okjon of) the constant field potential

(just) the electrochemical potential, the denominators cannot (Chen &

Eisenberg, 1998 Eisenberg, 1995). The denominator and flux itself X\ [keT

depends exponentially of((), the electrical potential profile itself — ¢(x; initial guesy = <1‘a)[? Vappi+ @61(0) = <Pb|(d)] + ¢pi(d)
(not the electrochemical potential), which in turn depends on all the (A11)
variables and parameters of the system through Poisson’s equation

(AL). Once th_e potential p_roﬂle 1S S?t’ the‘ﬂux 1S determ!ned. In that That initial guess of the potential profile is substituted into the right
§ense, ass?_m'”g a po_tent|a| profile is equ_alent to locking a channeﬂ]and side of (a discretized version of) the integrated Nernst-Planck
into a speqﬂc copducnng state, from which it cannot move as long 8Sequation (A7) to determine the congruent initial guess of concentration
the potential profile does.not change. . L C;(x; initial gues$ and that guess is substituted into the right hand side
) Each term of equation (A8) descrlbes. the '(so-'called) unIdII"‘?‘c'of Poisson’s equation, which is then solved (it is linear!). The resulting
_t|ona| flux measured by tracers (usually radloact_lve '50‘0995) MOVINGastimate of the potentiag(x; first iterate) is substituted into the inte-
m_tp a med'_‘”_“ of.(nearly) z.ero tracer congentratleee(premse defi- grated Nernst-Planck equation (A7) and so determines a first-iterate of
nition of unidirectional flux in Chen and Eisenberg (1§i3and ref- the concentration profile€;(x; first iterate). These two first-iterates

erence to the extensive literature in, for example, Jacquez (1985) o(x; first iterate) and C(x; first iterate) are substituted into the right

The fluxes can also be written as a chemical reaction (without apProXpand side of Poisson’s equation (A1), which is again solved, now to
imation, for any potential barrier provided concentration boundary CON-yatermine the second-iteratéx; second iteratg a better approxima-

ditions are in force) tion to the potential profile. The second-iterate of potential determines
a second-iterate of concentration by Eq. (A7); together, the two second-
. iterates determine the third-iterate of potential, and so on for ten iter-
L <_—_f—_> R
b (A9)
34Indeed, it is still not known whether diffusion can be written as a
chemical reaction (without approximation for any potential profile) for
in which the rate constants are the conditional probabilities of theany other boundary conditions.
underlying diffusion process described by a full Langevin equation and® The existence of Eq. (A9) surprised me, and amused many of my
boundary condtions (Eisenberg, Klosek & Schuss, 1995, Eq. 4) that canollaborators, given my oft-stated opinions, if not prejudices, about rate
be solved if dominatesyiz., and state models (e.g., Cooper, Gates & Eisenberg,alB588
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ations which typically converge in less than one second to better tharation at different potentials produces an IV curve in some 100 seconds
one part in 167 on our workstation, an IBM RS/6000 Model 550. of computer time ifl(Vapps G[L];G[R]) is determined at 100 values of
Each iteration involves a solution of the (discretized version) of Pois-V,,, Of course, a different IV curve is computed for each set of
son’s equation at 4,000 points of a uniform spatial mesh and yields aoncentration<;(L), C/(R).

potential profiled(¢), and concentration profile§;(x) for one applied The program that executes this numerical procedure is written in
potential V., and one set of concentratio(L) and C;(R). From FORTRAN 77 and is available to anyone who requests it. The program
these profiles, the flux; and current at that potentiaV,,,, and, for has compiled and run easily on a number of systems and is a useful, if
those concentrations, are calculated by Eq. (A8). Repeating the calcuiot necessary, aid to understanding the behavior of the PNP equations



